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Objective

The purpose of this test plan is to describe the testing that will be used to validate the Hitachi Data Systems (HDS)   Hitachi Essential NAS Platform (HENP) File Services Partitioner in Brookhaven National Labs (BNL) environment
HDS will demonstrate the following aspects of FSP installation, configuration, functional operations, management and maintenance
HDS will also provide all documentation and references to documentation to complete each of the test steps.

Start Date

Mainframe Testing  



8-18-2008
Open Systems Testing        


8-21-2008
Duration

Testing
 




3 Days
Contacts

Project Manager

Charles Ellington 
BNL Account Team 

Ted DiSalvo
Ricky Vuong
Participants

Delroy Blake Solution Support Group (SSG)
Gene Castoria  Customer Service & Support (CS&S)

Mike Cox SSG
Test Outline

	Testing Scenarios Table
	Status Pass/Fail
	Completion Date

	1. SAD Document
	Informational
SAD must be updated to for FSP
	08/18

	2. Upgrade HENP to 6.01-01 (6.11)
	Pass
	08/0

	3. Upgrade HNASM Server
	PASS
	8/18

	4. Migrate Resources Groups to Virtual Servers
	PASS
	8/20

	5. Create VNAS via GUI
	PASS
	8/20

	6. Create VNAS via CLI
	PASS
	8/20

	7. Move vnas node between physical nodes
	PASS
	8/25

	8. Edit VNAS node va GUI
	PASS
	8/25

	9. Edit Vnas node via CLI
	PASS
	8/25

	10. Register FTP Service
	PASS
	8/26

	11. Backup OS LU
	PASS
	8/27

	12. Restore OS LU
	PASS
	8/27

	13. Gather Logs via GUI
	PASS
	8/27

	14. Gather Logs via IMS
	PASS
	8/27

	15. Hi-Track
	Pending fix of Hitrack agent 
	

	16. Failover with error injection
	PASS
	8/27


Test Procedures

1. Before the start of Each test HDS will check and verify that all data tools for data collection is functioning 

	SAD Document
	

	Setup
	NA

	Iterations
	1

	Durations for each iteration 
	NA

	Test Steps
	Gather information from the customer about configuration for FSP upgrade

	Expected Results
	To complete work without missing information.

	Observed Results 
	SAD document does not contain information about VNAS nodes names and IP address for service and management interface. 
SAD document does not list the number of VNAS nodes that correspond to memory requirements 

Sad LIST Validation steps but does not provide the process for validation. 



	Test Notes
	

	Owners
	DB.MC

	Recorder 
	SSG

	
	


	Upgrade HENP to 6.01-01 (6.11)
	

	Setup
	1. Obtain  6.11 CDROMS  from TISC
2. Upgrade/Install Maintenance PC Refer to NAS IMS MM 

	Iterations
	2

	Durations for each iteration 
	40 minutes 
20 minutes per node for upgrade

	Test Steps
	1. Set Maintenance PC  (MPC ) IP to 10.0.0.10
2. Disable Firewalls

3. ensure IMS services started

4. Attach to Maintenance Port 

5. Have SA failover resource groups from NNC0 to NNC1

6. Upgrade NNC0

7. Failover NNC1 to NNC0

8. Install File Service Partition LIC

	Expected Results
	Rolling Upgrade. 

	Observed Results 
	 Rolling upgrade not tested as we need to reformat parity groups to create adjust storage layout.

	Test Notes
	

	Owners
	DB,MC,GC

	Recorder 
	SSG/CS&S


	Upgrade HNASM Server
	

	Setup
	Obtain New Version of HNASM software for customer.


	Iterations
	1

	Durations for each iteration 
	10 minutes

	Test Steps
	· Stop the “Server and Common Services” from the windows Start ( Programs ( HiCommand  ( Device Manager menu.

· Place the “Hitachi Essential NAS Platform NAS Manager: version 06-01” media CD in the CD tray and close.  The software may launch automatically.  If it does not start automatically, navigate to the CD and double click “HNASMinst.exe” program.

· The installation wizard will open up and follow the instructions on the screen to continue.

· Click “Finish” in the last window to complete the installation.  

· Restart “Server and Common Services” from windows program menu.

· Start NAS Manager application and click “Refresh Processing Nodes” button to refresh the screen cluster information.


	Expected Results
	Upgrade completes without issue. 

	Observed Results 
	Performed as expected

	Test Notes
	

	Owners
	BNL

	Recorder 
	


	Migrate Resources Groups to Virtual Servers 
	

	Setup
	1. ssh  setup

2. login into console 

3. sudo lumaplist –a

4. Find array luns 100 and 101 these will be used for  Virtual system Luns 

5. Ensure Cluster is inactive

6. Resources groups is offline/no error 

7. Virtual servers are offline

	Iterations
	2

	Durations for each iteration 
	20

	Test Steps
	1. sudo vnastrans -m 192.168.0.10--ifmon -s node0 nasb lu0D
2. sudo vnastrans -m 192.168.0.11 --ifmon -s node0 nasx luOE
3. audo vnastart nasb
4. sudo vnasstart nase

5. sudo clstart

	Expected Results
	Two virtual servers created with all setting inherited form the existing resources groups.

	Observed Results 
	Acnnas03 and ACNnas04 were migrated to nasb and nasx,  They retained all configuration information and once done nfs clients were able to mount filesystem


	Test Notes
	

	Owners
	SSG/GSS

	Recorder 
	


	Create VNAS via GUI
	

	Setup
	Reference: Chapters  Managing Virtual Server, System Setup, Managing File Shares in Hitachi NAS Manager Guide
Refer to VNAS   Information  create next two  Virtual Servers


	Iterations
	2

	Durations for each iteration 
	NA

	Test Steps
	1. Verify Processing node are up

2. From Processing node  select create  on virtual server tab
a.  Enter virtual Server Name

b. IP Address of Management LAN

c. Select Startup node from drop down

3. Storage Tab

a. Add OS LU
b. Add USER LU

4. Data LAN TAB

a. Select interface
b. Enter service IP

5. Start Virtual from Processing node Start Tab

6. Select Virtual Server -> NAS Setting->System Setting->DNS,NIS,LDAP setup
7. Select Virtual Server -> NAS Setting->System Setting->User Interface 

8.  Select Virtual Server -> NAS Setting->Services
a. Ensure NFS and SSH are running add public key for ssh.

9. Select Virtual Server and create filesystem from selected LUNS


	Expected Results
	Creation of 2 additional virtual servers via GUI

	Observed Results 
	 

	Test Notes
	

	Owners
	SSG/BNL

	Recorder 
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	Virtual Server Name
	IP Address of Management LAN
	Startup Node 

	nasy
	192.168.0.12
	20000118/acnnas03

	nasz
	192.168.0.13
	20000125/acnnas04


	Virtual Server
	OS LU
	USER LU

	nasy
	lu0E = 20GB
	lu0B = 550GB

	nasz
	lu0F=20GB
	lu08= 1570GB

lu0C=347
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	Virtual Server
	Interface
	

	nasy
	rdn0
	130.199.108.198

	nasz
	rdn0
	130.199.108.202
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	Create VNAS via CLI
	

	Setup
	Refer to Managing Virtual Servers, File Systems Management, File Share Management , Managing Time servers in the Hitachi NAS Manager CLI  User’s Guide   VNAS   Information
1. ssh into console

2. list available lu

3. create vnas with management IP and os LU

4. Assign service IP address
5. Assign user lus

6.  Start vnas
7. list attributes of vnas 

8. In GUI select nase select NAS Settings -> Select system settings 

9. Edit DNS, NIS information 

10. back out to NAS settings

11. add ssh key to vnas

12. ssh into vnas 

13. create striped file system

a. list lu

b. create filesystem

c. mount file system

d. create share

14. Repeat process for nasf

	Iterations
	2 1 for nase 1 for nasf

	Durations for each iteration 
	NA

	Test Steps
	1. ssh  nasroot@acnnas03

2. sudo lumaplist 
3. sudo vnascreate –ifmon  $vnas_name $startupnode  $OS_LU  $mngt_name
4. sudo vnasifassign  $serviceIp $interface_name  $vnas_name
5. sudo vnasluassign $user_lu 
6. sudo vnasstart $vnas_name
7. sudo vnaslist  
8. Reference: Create VNAS via GUI
9. Reference: Create VNAS via GUI
10. Reference:Create VNAS via GUI
11. Reference:Create VNAS via GUI
12. ssh nasroot@vnas_name
13. Create striped filesystem

a. lulist

b. fscreate –p  -P 64 $fs_name $LU,$LU 
c. fsmount –w  $fs_name
d. nfscreate –d /mnt/$fs_name –H @therhiccntrls:rw_sync_opt:none,acnlin21:root_only –p rw_sync_opt


	Expected Results
	vnas node created 

	Observed Results 
	 Able to create  both instances 

	Test Notes
	

	Owners
	SSG/BNL

	Recorder 
	


	Virtual Server Name
	IP Address of Management LAN
	Startup Node 

	nasf
	192.168.0.15
	20000118/acnnas03

	nase
	192.168.0.14
	20000125/acnnas04


	Virtual Server
	OS LU
	USER LU

	nase
	lu11= 20GB
	lu02 = 1.05TB

lu03= 1.05TB

lu04 =1.05TB

lu05=1.05TB

	nasf
	lu0F=20GB
	lu06= 900GB

lu07=900GB


	Virtual Server
	Interface
	

	nase
	rdn0
	130.199.108.180

	nasf
	rdn0
	130.199.108.181


=~=~=~=~=~=~=~=~=~=~=~= PuTTY log 2008.08.21 21:38:15 =~=~=~=~=~=~=~=~=~=~=~=

login as: nasroot

Authenticating with public key "rsa-key-20080821"

Passphrase for key "rsa-key-20080821": 

Linux D200001181 2.6.12.5-SI0611K001 #1 SMP Thu Jun 26 10:48:02 JST 2008 x86_64 GNU/Linux

The programs included with the Debian GNU/Linux system are free software;

the exact distribution terms for each program are described in the

individual files in /usr/share/doc/*/copyright.

Debian GNU/Linux comes with ABSOLUTELY NO WARRANTY, to the extent

permitted by applicable law.

Last login: Thu Aug 21 17:58:05 2008 from controlstestpc.c-ad.bnl.gov




nasroot@D200001181: /home/nasroot
nasroot@D200001181:~$ sudo lumaplist

NLUN  Target    LUN(hex) Model     serial   LDEV(   hex)   type            size

 00   target000  32( 20) AMS/WMS 75014074     14(  000E)   FC/SAS     350.000GB

 01   target000  33( 21) AMS/WMS 75014074     16(  0010)   FC/SAS    1100.000GB

 02   target000  34( 22) AMS/WMS 75014074     17(  0011)   FC/SAS    1071.500GB

 03   target000  35( 23) AMS/WMS 75014074     18(  0012)   FC/SAS    1071.500GB

 04   target000  36( 24) AMS/WMS 75014074     19(  0013)   FC/SAS    1071.500GB

 05   target000  37( 25) AMS/WMS 75014074     20(  0014)   FC/SAS    1071.500GB

 06   target000  38( 26) AMS/WMS 75014074     21(  0015)   FC/SAS     900.000GB

 07   target000  39( 27) AMS/WMS 75014074     22(  0016)   FC/SAS     900.000GB

 08   target000  40( 28) AMS/WMS 75014074     23(  0017)   FC/SAS    1570.000GB

 09   target000  41( 29) AMS/WMS 75014074     24(  0018)   FC/SAS     160.000GB

 0A   target000  42( 2A) AMS/WMS 75014074     25(  0019)   FC/SAS     140.000GB

 0B   target000  43( 2B) AMS/WMS 75014074     27(  001B)   FC/SAS     550.000GB

 0C   target000  44( 2C) AMS/WMS 75014074     28(  001C)   FC/SAS     347.244GB

 0D   target000  45( 2D) AMS/WMS 75014074    100(  0064)   FC/SAS      20.000GB

 0E   target000  46( 2E) AMS/WMS 75014074    101(  0065)   FC/SAS      20.000GB

 0F   target000  47( 2F) AMS/WMS 75014074    102(  0066)   FC/SAS      20.000GB

 10   target000  48( 30) AMS/WMS 75014074    103(  0067)   FC/SAS      20.000GB

 11   target000  49( 31) AMS/WMS 75014074    104(  0068)   FC/SAS      20.000GB

 12   target000  50( 32) AMS/WMS 75014074    105(  0069)   FC/SAS      20.000GB

nasroot@D200001181: /home/nasroot
nasroot@D200001181:~$ sudo lulist

Device files for use:

 /dev/enas/lu01 FC/SAS 1100.000GB

 /dev/enas/lu02 FC/SAS 1071.500GB

 /dev/enas/lu03 FC/SAS 1071.500GB

 /dev/enas/lu04 FC/SAS 1071.500GB

 /dev/enas/lu05 FC/SAS 1071.500GB

 /dev/enas/lu06 FC/SAS 900.000GB 
 /dev/enas/lu07 FC/SAS 900.000GB

 /dev/enas/lu0F FC/SAS 20.000GB

 /dev/enas/lu10 FC/SAS 20.000GB

 /dev/enas/lu11 FC/SAS 20.000GB
nasroot@D200001181: /home/nasroot
nasroot@D200001181:~$ sudo lulist -d

Device files for use:

 /dev/enas/lu01 FC/SAS 1100.000GB CTL0

 /dev/enas/lu02 FC/SAS 1071.500GB CTL1

 /dev/enas/lu03 FC/SAS 1071.500GB CTL0

 /dev/enas/lu04 FC/SAS 1071.500GB CTL1

 /dev/enas/lu05 FC/SAS 1071.500GB CTL0

 /dev/enas/lu06 FC/SAS 900.000GB CTL1  
 /dev/enas/lu07 FC/SAS 900.000GB CTL0
 /dev/enas/lu0F FC/SAS 20.000GB CTL0

 /dev/enas/lu10 FC/SAS 20.000GB CTL0

 /dev/enas/lu11 FC/SAS 20.000GB CTL0
nasroot@D200001181: /home/nasroot
nasroot@D200001181:~$ sudo vnascreate --ifmon nasf acnnas03 lu0F 192.168.0.15
KAQM34072-I Processing might take a while.

nasroot@D200001181: /home/nasroot
nasroot@D200001181:~$ sudo vnasifassign 130.199.108.181 nasf

nasroot@D200001181: /home/nasroot
nasroot@D200001181:~$ sudo vnasifassign 130.199.108.181 rdn0 nasf

nasroot@D200001181: /home/nasroot
nasroot@D200001181:~$ sudo vnasstart nasf

KAQM34072-I Processing might take a while.

nasroot@D200001181: /home/nasroot
nasroot@D200001181:~$ sudo vnasluassign lu06,lu07 nasf

nasroot@D200001181: /home/nasroot
nasroot@D200001181:~$

=~=~=~=~=~=~=~=~=~=~=~= PuTTY log 2008.08.21 22:21:37 =~=~=~=~=~=~=~=~=~=~=~=

Using username "nasroot".

Authenticating with public key "rsa-key-20080821"

Passphrase for key "rsa-key-20080821": 

Linux nasf 2.6.12.5-SI0611K001 #1 SMP Thu Jun 26 10:48:02 JST 2008 x86_64 GNU/Linux

The programs included with the Debian GNU/Linux system are free software;

the exact distribution terms for each program are described in the

individual files in /usr/share/doc/*/copyright.

Debian GNU/Linux comes with ABSOLUTELY NO WARRANTY, to the extent

permitted by applicable law.

nasroot@nasf: /home/nasroot
nasroot@nasf:~$ sudo lulist

Device files for use:

 /dev/enas/lu06 FC/SAS 900.000GB

 /dev/enas/lu07 FC/SAS 900.000GB

nasroot@nasf: /home/nasroot
nasroot@nasf:~$ sudo fscreate -p -P 64 cfsf lu06,lu07

nasroot@nasf: /home/nasroot
nasroot@nasf:~$ sudo fslist -p

List of File Systems:

The number of file systems(1)

 File system(used by)    : cfsf

 Total disk capacity(GB) : 1800.000

 Device status           : normal

 Device files            : lu06 lu07

 Block used(GB)          : 

 Block free(GB)          : 

 I-node used             : 

 I-node free             : 

 Volume manager          : use

 Mount status            : --

 Quota                   : --

 Stripes                 : 2

 Stripe size(KB)         : 64
	Move vnas node between physical nodes
	

	Setup
	Refer to Changing the operating node of a virtual server in  Hitachi NAS Manager User’s guide
Refer to vnasmove command in CLI guide 
Select VNAS node to failover from NNC0 to NNC1

	Iterations
	1

	Durations for each iteration 
	

	Test Steps
	Select cluster under processing node.
Select virtual server tab

Select a virtual server.

On bottom of screen Select Failover Failback

Hit ok

Unselect Change Startup node.

Select OK

	Expected Results
	VNAS moves to other physical node.

	Observed Results 
	Vnas moved with IO being performed and without IO being performed.  When Change startup node was selected the startup node was changed. 


	Test Notes
	Command was done via cli and performed as expected.

	Owners
	

	Recorder 
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	Edit  vnas node via GUI
	

	Setup
	Refer to editing Virtual Server information in Hitachi NAS Manager User’s guide


	Iterations
	2

	Durations for each iteration 
	

	Test Steps
	1. Select VNAS nasz

2. stop vnas nasz

3. Highlight vnas nasz

4. Select edit vnas

5. change name from nasz to tasz

6. change mgt address

7. Select data lan tab

8. remove rdn0

9. replace IP address 

10. select ok

11. Start VNAS tasz

verify all setting have changed

	Expected Results
	All setting changed and able to reach vnas from client machines

	Observed Results 
	Performed as expected 

	Test Notes
	

	Owners
	

	Recorder 
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	Edit Vnas node via CLI
	

	Setup
	Refer to vnasedit command in Hitachi  NAS Manger  CLI users guide.
Refer to vnasifassign and vnasifrelease

	Iterations
	

	Durations for each iteration 
	

	Test Steps
	1. change name node
1. vnasedit –t n  tasb nasb

2. change startup node

1. vnasedit –t s acnnas04 tasb

3. change management IP

1. vnasedit –t m 192.168.0.16 tasb

4. change service IP 

1.  vnasifrelease –y rdn0    tasb
2. vansifassign  -y 130.199.109.9 rdn0  tasb 
5. bring it back online

1. vnasstart tasb



	Expected Results
	Changes take affect

	Observed Results 
	All changes took affect on vnas no other vnas was affected. 

	Test Notes
	

	Owners
	

	Recorder 
	


	Register FTP Service
	

	Setup
	Refer to Saving and Restoring Virtual Server Settings in Hitachi NAS Manager User’s guide


	Iterations
	2

	Durations for each iteration 
	

	Test Steps
	Select NAS settings from vnas
Select Backup NAS settings

Modify Schedule

Enter FTP server name 

And select next morning at 3AM 

Save settings  

	Expected Results
	

	Observed Results 
	

	Test Notes
	Customer concern about password being transmitted in plain text for FTP. Would like SFTP, SCP or other secure transfer mechanism

	Owners
	

	Recorder 
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	Backup OS LU
	

	Setup
	Refer to Saving and Restoring Virtual Server Settings in Hitachi NAS Manager User’s guide


	Iterations
	

	Durations for each iteration 
	

	Test Steps
	Select NAS setting 
Backup NAS  Backup settings

Select Backup Tab 

	Expected Results
	

	Observed Results 
	

	Test Notes
	

	Owners
	

	Recorder 
	


	Restore OS LU
	

	Setup
	Refer to Saving and Restoring Virtual Server Settings in Hitachi NAS Manager User’s guide
Make changes between backups verify that settings revert back to the settings done at the time of backup. 


	Iterations
	

	Durations for each iteration 
	Select NAS settings
Backup NAS Settings

Select Restore Settings

Select file.

	Test Steps
	

	Expected Results
	Restore NAS setting to point in time.

	Observed Results 
	As one test we took vnas id 15 which was nase.  Backed up nase then deleted it.  It’s vnas id changed to 17.  When we tried to restore settings to it we encountered an error which stated vnas id mismatch.  BNL would like an option to restore settings to a different vnas id or to import settings between vnases. 

	Test Notes
	Performed as expected. 

	Owners
	

	Recorder 
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	Gather Logs via GUI
	

	Setup
	Refer to 

Downloading or deleting log files in a batch operation  Hitachi NAS Manager User’s guide
CASE SD2403069 was open and logs uploaded via TUF

	Iterations
	3
1 For each NNC and 1 for vnas.

	Durations for each iteration 
	

	Test Steps
	1. Select NAS settings 
2. Select troubleshooting 

3. Select Batch download.

	Expected Results
	Down load files for vnas and physical node. Upload to TUF

	Observed Results 
	Able to download and upload logs without issue

	Test Notes
	

	Owners
	

	Recorder 
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	Gather Logs via IMS
	

	Setup
	FTP account was setup per Maintenance Manual. 
CASE SD2403069 was open and logs uploaded via TUF

	Iterations
	2

	Durations for each iteration 
	15 minutes

	Test Steps
	Log into IMS 
Execute detail log dump

	Expected Results
	Able to download logs vis IMS

	Observed Results 
	Able to download logs without issue 

	Test Notes
	

	Owners
	

	Recorder 
	

	
	


	Hi-track
	

	Setup
	Install Hitrack monitor AMS and HENP.

	Iterations
	

	Durations for each iteration 
	15 minutes

	Test Steps
	Verify that Hitrack transfers information to GSC

	Expected Results
	Able to view configurton and customer receive email alerts

	Observed Results 
	Hi-track worked for 4 days then stopped

HNAS did not compete registration. 

CASE  SD2401594 open.  

	Test Notes
	Test is pending Hi-track fix.

	Owners
	

	Recorder 
	

	
	


	Failover with error injection 
	

	Setup
	Generate IO to file systems

	Iterations
	3

	Durations for each iteration 
	

	Test Steps
	1. Generate IO
2. Pull power from 1st power supply on  NNC1

	Expected Results
	Failover occurs

	Observed Results 
	Test 1 pulled first power cord from NNC1
NNC1 one continued to operate without issue running on 1 power supply.

Pulled second power cord from NNC1  all VNAS nodes failed over to NNC0.  Paused observed in writes to vnas.   After pause writes continued to vnas and verified that VNAS was online on NNC0.

Both power cards were connected to a NNC1.  Once NNC1 had ready light and showed online in GUI items were failed  back  using the GUI.

Again failed over clients to make changes in startup nodes did observe stale file handle.

Test2 pulled FC cable for FC0 on NNC0.  Writes continued without error. Saw that Fibre channel path failed.  Observed that Default control had switched in the SNM GUI and with lulist –d 

Plugged in cable fc path stayed offline until fponline command was run.  



	Test Notes
	BNL would prefer automatic fail back of Fibre channel paths.  
The fpcntl autoonline –on parameter has been set for both NNC. 

BNL would also prefer no stale file handle.

Test was run multiple times only once was stale file handle observed. 

BNL did not get an audible alarm or visual of problems when:

 indication when FC path was offline on the offending node.  

NNC0 did not report that NNC1 was powered off /non communicative.  

Hitrack was not online at the time.  

Error messages were displayed in the logs.

Aside from use of SNMP BNL would like a dashboard like indication of overall systems status. 

Example:  Such as green LED on the page to indicate system is functional, Yellow for minor errors, Red for critical   this should be updated automatically. 

Also a dashboard for Trouble shooting / performance data would also be welcomed.  

So that pings, and trace routes could be issued and recent performance information could be display.  This would help them to ensure system is operating without issues and focus problem determination out of  HENP. 

	Owners
	

	Recorder 
	


Appendix 

Brookhaven National Labs Environment 
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IP Address
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AMS RAID GROUP Layout 
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LUN Layout
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Filesystems 

[image: image28.png]Fitesystem | _ Size (GB) NAS LU Array LUNS Comments
fcfsx 550 LU0B 27

cfsy 1100 LU01 16

Fcfshy 350 000 1

Foperations| 160 LU09 21

Fadmin a0 LU0A %

efst 1600 LU06,LU07 21,22 Real time loggint
fefsz 1917 L006,LU0C 23,78 Batch / dump for logs|
Vcfse 4286 LUOZ,LUO3,LUD4,LUD5 | 17,18,19.20 | Real time logging












































Page 43 of 43

[image: image1.emf]HITACHI Essential

NAS

Platform

READY WARNING ALERM POWER

_1281953705.vsd
HITACHI


Essential
NAS
Platform


READY


WARNING


ALERM


POWER



