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Background 

Brookhaven National Labs was created in 1947 as the first national lab dedicated to peaceful research of nuclear physics.  BNL has 5 particle accelerators two linear and three circular.  In the fall the Collider Accelerator Department (CAD) starts to run these systems. 

The largest one is the Relativistic Heavy Ion Collider (RHIC) this accelerator runs 24/7 for several months generating massive amounts of data crucial to the scientific understanding of sub atomic particles.  It is dependent on the other smaller accelerators to perform  initial accleration of particles. But even the smaller accelerators can play a crucial role on their own, for  example, the NASA Space Radiation Lab experiment which starts its run in October is used by NASA to understand the affects of radiation on mammals,  so as to quantify the risks to humans during a Mars mission. 

Accelerators Control

It is the responsibly of the Accelerators Control Division to keep these machines running. 

The binaries that are used to operate the accelerators, critical user home directories, and real time logging of instruments that control the accelerators, are all presented via NFS. 

The Front End Computers (FECs) which controls the hardware and instrumentation surrounding the RHIC and other accelerators boot via FTP or rsh, and write critical data via NFS.   These NFS file systems are critical to the operations of the accelerators. 

Operational Outage Reporting 

All outages that occur during production run must be documented and accounted for in weekly meetings by the divisional heads.  Also while the run is stopped all departments are notified of the outage and who is responsible for it.   Once  RHIC is up all software and hardware changes are on hold unless critical issue that is detrimental to operations is identified.  

Current Contingency Planning Design and Implementation  

In order to keep operations running BNL uses the following contingency plan.

They have three Linux servers.   Each machine has a fixed IP, additionally each machine has multiple virtual IP's. These IP's are associated with a specific file systems, and can “float”.  Once a day they  rsync the data from these critical file systems to a contingency server located in site B.  This is also a Linux server which has SATA drives.  If a problem occurs with a production file system, BNL brings the associated  IP address down in site A, and brings it up in SITE B.   
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They classify data and keep that data to specific file systems.  This minimizes the impact of an issue.  If the cfsz file system were to become corrupt and failover initiated, then the impact would only be to clients that need cfsz.   This would leave cfsx which contains the application binaries, needed to run the accelerators,  online and would not result in a complete outage.      
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Floating virtual IP's are used instead of manipulating DNS names, because DNS is controlled by central IT which is not staffed 24./7.   When RHIC is brought online it runs continuously for several months.  If there is problem The Accelerator Controls groups has to respond immediately   and initiate   failover. This is done my moving IP between sites.   This is the reason for the requirement of six IP address on the same subnet.

Introduction of HENP 

In order to simplify management BNL has purchased a Hitachi Essential NAS Platform.    This will replace their current 3 NFS servers.  In order to fit into their current disaster recover plan the HENP needs to have six IP address all on the same subnet.  Though normal HENP can have multiple IP address it cannot have more than 2 on the same subnet. This is because standard HENP has only two resources groups.  On each interface HENP can have a fixed IP address which is the physical server IP and a service IP address,  that  provides file services and can failover between heads.  HENP can also employ 802.1Q vlan trunking to have over 256 IP address on multiple subnets.

In order to meet BNL’s requirements of 6 IP address on 1 subnet, the  File Service Partioner (FSP) must be used.  This allows for the creation of multiple virtual NAS instances.  These instances can all be on the same subnet.  With the current configuration BNL can have up to 6 vnas. This satisfies the BNL requirement for six IP addresses.

Networks

BNL  uses Classes Internet Domain Routing (CIDR) .

All networks with the exception of 130.199.108.0/22  aka the 108 us a 23 bit netmask.  The 108 uses a 22 bit netmask.   The 108 is the primary production network.  The HENP is located on the 108.  Other networks of interests are the 104 (130.199.104.0/23) which is development.  The 220 network (192.168.220.0/23) that contains the Front End Computers (FEC).  The 106 and 40 networks also have clients that will  access the HENP.

The HENP Network Node Controllers (NNC) are each attached to two CISCO 3750 switches. Gigabit Ethernet interfaces (GBE) 3 & 4 are aggregated together using Link Aggregation Control Protocol 802.3ad  (LACP) creating interface AGR0 and GBE2 is connected to the other switch for failover.  This combination of LACP and link alternation creates the interface referred to as RDN0. 

NNC0 is connected to switch 87 and has a bandwidth of 2Gb/s to all local clients to that switch during normal operations.  If switch 87 were to go down NNC0 would failover to switch 197 and its GBE2 port would be come active and it would have bandwidth of 1Gb/s.

Source
Source 
Interface Name
PORT
Destination 

NNC0
GBE2
GBE2/Link Alternation/RND0
2
192.168.74.197

NNC0
GBE3
AGR0/RND0
4
192.168.74.87

NNC0
GBE4
AGR0/RND0
6
192.168.74.87

NNC1
GBE2
GBE2/Link Alternation/RND0
16
192.168,74,87

NNC1
GBE3
AGR0/RND0
16
192.168.74.197

NNC1
GBE4
AGR0/RND0
18
192.168.74.197

The same applies to NCC1 with the exception that NNC1 AGR0 is connected to switch 197 and its GBE2 is connected to switch 87.
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NIS Integration 

BNL uses NIS for user authentication.  Their primary NIS domain is  rhiccntrls. The netgroup which contains host access is the @therhichccntrls.   They will enable root squash from acnlin36 and acnlin21.   HENP uses Anonymous mapping for  root_sqaush

Anonymous Mapping Setting 
Root Squash

Not Applied
No root squash

For root User
Root squash

For anyone
Root squash all squash

VNAS 

BNL uses 6 vnas servers.  2 are located on NNC0 and the other 4 reside on NNC1.

NNC0 contains filesystem cfse which is used for real time logging instruments that control/monitor the the accelerators.   This is done by 4 RHIC logging servers.  These 4 servers are currently local to switch 87, so they can enjoy full 2Gb aggregated bandwidth while in normal operations. Other traffic is off of switch 87. This switch has to go through the core switches such as 94 that provides for 1Gb uplink.

Cfsf is the other logging filesystem, it  was placed on on NNC1, in order to split the load. The data on cfsf is more sporadic, so it does not require the same amount of dedicated bandwidth as cfse.  The other three vnas nodes on NNC1 are critical for the operation of the accelerators so it was thought best not to distribute them in order to limit the susceptibility to failure.  This is an iterative process and maybe re-evaluated at later time.    . 
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CLI settings

BNL will use  rw_sync_opt on for share settings on the their real time logging file systems. 

1. sudo nfsedit –d  /mnt/cfse  -H @therhiccontrols   -p rw_sync_opt

 BNL also desires automated fail back of Fibre Channel paths.  This is invoked with command.

fpctl -e auto-online --on

IP Address 
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Future Considerations 

The VNAS names and IP address of them are subject to change once BNL goes into full production.  The name of the file systems will remain constant. 

BNL current RPO with RSYNC is 24 hours and their current RTO is anywhere is around 200 minutes when they commit to failover.   BNL seeks to reduce these time frames through the use of replication in system as well as out of system.  They would like to understand how Shadow Image, Sync Image Copy On Write and True Copy could be leveraged to reduce their current RPO and RTO. 
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